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Future of Supercomputing

« Various Types of Workloads

— Computational Science & Engineering:

Simulations
— Big Data Analytics
— Al, Machine Learning ...

* Integration/Convergence of
(Simulation + Data + Learning)
(S+D+L) is important towards
Society 5.0 proposed by Japanese
Government
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Data, Al etc.) and by Integration of
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Future of Supercomputing

« Various Types of Workloads

— Computational Science & Engineering:
Simulations

— Big Data Analytics
— Al, Machine Learning ...
« Integration/Convergence of inel BOW Only inel BDW  NVIDIA P100
- - - Reedbush-U Reedbush-H
(Simulation + Data + Learning) ° : : :
(S+D+L) is important towards

Society 5.0 BDEC (Big Data &

* BDEC (Big Data & Extreme Computing) §=7¢{¢-13[-X I3y e]T}{13]¢)]
— Platform for Integration of (S+D+L)

— Focusing on S (Simulation) S D
« Al for HPC, Al for Science, Digital Twins + + L

— Planning started in 2015
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Wisteria/BDEC-01

« Operation starts on May 14, 2021

- 33.1 PF, 8.38 PB/sec by Fujitsu
— ~4.5 MVA with Cooling, ~360m?

The 1st BDEC System (Big Data &
Extreme Computing)
Platform for Integration of (S+D+L)
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Wisteria/BDEC-01

« Operation starts on May 14, 2021

« 33.1 PF, 8.38 PB/sec by Fujitsu
— ~4.5 MVA with Cooling, ~360m?
- 2 Types of Node Groups

— Hierarchical, Hybrid, Heterogeneous (h3)

The 1st BDEC System (Big Data &
Extreme Computing)
Platform for Integration of (S+D+L)
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— Simulation Nodes: Odyssey

* Fujitsu PRIMEHPC FX1000 (A64FX), 25.9 PF
— 7,680 nodes (368,640 cores), Tofu-D

— General Purpose CPU + HBM
— Commercial Version of “Fugaku”
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Wisteria/BDEC-01

« Operation starts on May 14, 2021

« 33.1 PF, 8.38 PB/sec by Fujitsu
— ~4.5 MVA with Cooling, ~360m?
« 2 Types of Node Groups

— Hierarchical, Hybrid, Heterogeneous (h3)
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The 1st BDEC System (Big Data &
Extreme Computing)
Platform for Integration of (S+D+L)

— Simulation Nodes: Odyssey

* Fujitsu PRIMEHPC FX1000 (A64FX), 25.9 PF
— 7,680 nodes (368,640 cores), Tofu-D

— General Purpose CPU + HBM
— Commercial Version of “Fugaku”

— Data/Learning Nodes: Aguarius

- Data Analytics & Al/Machine Learning
 Intel Xeon Ice Lake + NVIDIA A100, 7.2PF

*.? Wisteria
¢ ¢ BDEC-01

Shared File
System

(SFS)
25.8 PB, 500 GBIs

Platform for Integration of (S+D+L)
Big Data & Extreme Computing

Simulation Nodes:

Odyssey
Fujitsw/Arm AB4FX
25.9PF, 7.8 PB/s

Fast File
Data/Learning System

Nodes: Aquarius (FFS)
Intel Ice Lake + NVIDIA A100 1 PB, 1.0 TBIs
7.20 PF, 578.2 TBls

External -
Resources

— 45 nodes (90x Ice Lake, 360x A100), IB-HDR
- Some of the DL nodes are connected to external resources directly

 File Systems: SFS (Shared/Large) + FFS (Fast/Small)
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Platform for Integration of (S+D+L)
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Simulation Nodes
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Fast File
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Simulation Nodes

Odyssey

25.9 PF, 7.8 PB/s
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h3-Open-BDEC Innovative Software Platform

for Integration of (S+D+L) on the BDEC
System, such as Wisteria/BDEC-01

« 5-year project supported by
Japanese Government (JSPS)
since 2019

« Leading-Pl: Kengo Nakajima (The
University of Tokyo)

 Total Budget: 1.41M USD

h3-Open-BDEC

App. Dev. Framework

Simulation + Data +
Learning

Numerical Alg./Library

Control & Utility
Integration +
Communications+

Utilities

New Principle for
Computations

h3-Open-MATH
Algori thm w th H gh h3-Open-APP: Simulation

h3-Open-SYS
Application Development

Control & Integration

h3-Open-UTIL
Utilities for Large-Scale
Computing

h3-Open-VER
Verification of Accuracy

+

h3-Open-DATA: Data
Data Science

h3-Open-AT
Automatic Tuning

h3-Open-DDA: Learning
Data Driven Approach
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Members (Co-PI's) of h3-Open-BDEC Project

Computer Science, Computational Science, Numerical Algorithms,

Data Science, Machine Learning h3 I"ylmﬁen BDEC
Kengo Nakajima (ITC/U.Tokyo, RIKEN), Leading-PI /// i £ 2
Takeshi lwashita (Hokkaido U), Co-PI, Algorithms C ’ AR
Hisashi Yashiro (NIES), Co-PI, Coupling, Utility "“;’) JLimE Ky

Hiromichi Nagao (ERI/U.Tokyo), Co-PIl, Data Assimilatiol. @6
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Takashi Shimokawabe (ITC/U.Tokyo), Co-Pl, ML/hDDA

Takeshi Ogita (TWCU), Co-PI, Accuracy Verification B RRLFAS
Takahiro Katagiri (Nagoya U), Co-Pl, Appropriate %E?Ej‘i
Computing HITACHI
Hiroya Matsuba (ITC/U.Tokyo, Hitachi), Co-PIl, Container S

Sin RCCS
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h3-Open-BDEC Innovative Software Platform

for Integration of (S+D+L) on the BDEC
System, such as Wisteria/BDEC-01

 “Three” Innovations

— New Principles for Numerical
Analysis by Adaptive Precision,
Automatic Tuning & Accuracy
Verification

— Integration of (S+D+L) by
Hierarchical Data Driven Approach
(hDDA)

— Software & Utilities for
Heterogenous Environment, such as
Wisteria/BDEC-01

h3-Open-BDEC

App. Dev. Framework

Simulation + Data +
Learning

Numerical Alg./Library Control & Utility
Integration +
Communications+

Utilities

New Principle for
Computations

h3-Open-MATH
Algorithms with High-
Performance, Reliability,
Efficiency

h3-Open-APP: Simulation
Application Development

h3-Open-SYS
Control & Integration

h3-Open-UTIL
Utilities for Large-Scale
Computing

h3-Open-VER
Verification of Accuracy

+

h3-Open-DDA: Learning
Data Driven Approach

h3-Open-DATA: Data
Data Science

h3-Open-AT
Automatic Tuning
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Adaptive Precision Computing with FP21/FP42

Masatoshi Kawai (kawai@cc. u—tokyo ac.jp)

ign 1hit
" e n recent years, the usefulness of low-precision floating-point

exp 11bits
e II“““III“II“III“II“III““IIIII“““III““I representation has been studied in various fields such as machine
exp 11bits
1 .L h ff h
Fpa2 IIIIII““IIIIIIIII“ IIIIIIII earnmg ow accu}racy.can be expects:d to have eftects SU.F) as
o 8bi . shortening calculation time and reducing power consumption. For
p 8bits frac 23hits - . . . .
FP32 I example, in an application with a memory bandwidth bottleneck, the
exp Bbits __frac 12bits effect of reducing the calculation time by reducing the amount of
il L e memory transfer is significant. However, in fields such as iterative
exp Shits frac 10bits

— T methods, it is common to use FP64 because the calculation accuracy
strongly affects the convergence, and there are few application
Heat Conduction with /11 exarpple§ .of low—precisio'n. arithmetic. Th.is study investigates the
Heterogeneous Material Property a apphcal?lhty of lowipr601510n represel.ltatlon to the Krylov subspace
and stationary iterative methods. In this research, we focus on the FP32,
I P FP16, and FP42, FP21, which are not standardized by IEEE754.

FP32-FP32 o
80 | -*-FP21-FP32

Developed method has been evaluated for ICCG solver, which solves
linear equations derived from 3D FVM code for steady-state head
conduction with heterogeneous material property (A,=10°, A,=10°~10°).
Generally, computation with lower precision (e.g. FP32-FP32, FP21-

tim
N
o

Computational time [s]
(o))
o
Computation
= =
o wv

20 ppppassttrT 5

. ot e FP32) becomes unstable, if condition number of the coefficient matrix

LEO0 B3 LEOS 1609 Tiew aeo s e 044s larger (A, is larger), FP21-FP32 provides the best performance if A,
Computatlon Time for ICCG Solver is up to 10%. (“FP21-FP32” means “matrices are in FP21, and vectors

Various Types of Precisions on Intel Xeon Cascadelake are in FP32)



h3-Open-BDEC Innovative Software Platform

for Integration of (S+D+L) on the BDEC
System, such as Wisteria/BDEC-01

 “Three” Innovations

— New Principles for Numerical
Analysis by Adaptive Precision,
Automatic Tuning & Accuracy
Verification

— Integration of (S+D+L) by
Hierarchical Data Driven Approach
(hDDA)

— Software & Utilities for
Heterogenous Environment, such as
Wisteria/BDEC-01

h3-Open-BDEC

App. Dev. Framework

Simulation + Data +
Learning

Numerical Alg./Library Control & Utility
Integration +
Communications+

Utilities

New Principle for
Computations

h3-Open-MATH
Algorithms with High-
Performance, Reliability,
Efficiency

h3-Open-APP: Simulation
Application Development

h3-Open-SYS
Control & Integration

h3-Open-UTIL
Utilities for Large-Scale
Computing

h3-Open-VER
Verification of Accuracy

+

h3-Open-DDA: Learning
Data Driven Approach

h3-Open-DATA: Data
Data Science

h3-Open-AT
Automatic Tuning
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Acceleration of Transient CFD Simulations using ML/CNN

Integration of (S+D+L), Al for HPC/AI for Science

h3-Open-APPL | h3-Open-DATA h3-Open-UTIL
h3-Open-DDA/hDDA

Flow around a
Circular Cylinder

)

Simulation by LBM
Expensive

—

Detailed o o

Various types of simplified models are generated by ML, and
utilized for generating training data sets, and for simulations in
hierarchical manner + Prediction of Unsteady Problems

Datasets file + ;AL L+ At) = [i(x,6) + Q(z, t) et | e D;;a.ﬁlsslrgllatlnn AvR_|
) 1 ) Reduction (MOR) J Quantificarian (U0) | inq SEArse ey
Qi(z,t) = —=(fi(z,t) — % (z,¢t)) ; —e———— e

T

Training

Vlsuall:aﬂonl Ohsomdonll Num erical \I
Information | Results | Results
Simulations: LBM
v
T
. =

Prediction of the Results
after 10+ Time Steps ...

Prediction of Time
Evolution

CNN to predict simulation results

NN may become “faster simulator”

Prediction

[c/o Takashi Shimokawabe (ITC/U.Tokyo)]
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Prediction of CFD Simulation by ML/CNN

Takashi Shimokawabe (shimokawabe@cc.u-tokyo.ac.jp)

weoos SiMulations: LBM - oo

result2_u_015 (icr CNN Predictions 2_v_015 (icnt = 0)
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Comparison of the flow velocity results obtained by the
conventional simulation (upper) and the prediction of these results
by deep learning (lower)

Computational fluid dynamics (CFD) is widely used in science and
engineering. However, since CFD simulations requires a large
number of grid points and particles for these calculations, these kinds
of simulations demand a large amount of computational resources
such as supercomputers. Recently, deep learning has attracted
attention as a surrogate method for obtaining calculation results by
CFD simulation approximately at high speed. We are working on a
project to develop a parallelization method to make it possible to
apply the surrogate method based on the deep learning to large scale
geometry. Unlike the model parallel computing, the method we are
currently developing predicts large-scale steady flow simulation
results by dividing the input geometry into multiple parts and
applying a single small neural network to each part in parallel. This
method is developed based on considering the characteristics of CFD
simulation and the consistency of the boundary condition of each
divided subdomain. By using the physical values on the adjacent
subdomains as boundary conditions, applying deep learning to each
subdomain can predict simulation results consistently in the entire
computational domain. It is possible to predict the simulation results
in about 36.9 seconds by the developed method, compared to about
286.4 seconds by the conventional numerical method. In addition to
this, we are also attempting to develop a method for fast prediction
of time evolution calculations using deep learning.
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h3-Open-BDEC Innovative Software Platform
for Integration of (S+D+L) on the BDEC
System, such as Wisteria/BDEC-01

e “Three” Innovations

— New Principles for Numerical
Analysis by Adaptive Precision,
Automatic Tuning & Accuracy

h3-Open-BDEC

Numerical Alg./Library B App. Dev. Framework Control & Utility

New Principle for  Simulation + Data + Integration +

‘o . : . Communications+
Verification Computations el Utilities
- |ntegra’[i0n of (S+D+|—) by Aué‘é’f}gﬁ.’fs“&'a?ﬁ%h- h3-Open-APP: Simulation h3-Open-SYS
. . . Performance, Reliability, Application Development Control & Integration
Hierarchical Data Driven Approach Efficiency
g z : __h3-Open-UTIL
(hDDA) Veriesion ot Aeturacy ([ QSRR titees fo Lare-Scale
— Software & Utilities for e

Heterogenous Environment, such as [T iy sty

Wisteria/BDEC-01




h3-Open-UTIL/MP (h30-U/MP) +
h3-Open-SYS/WaitlO-Socket

HPC App Analysis/ML
(Fortran) App
(Python)

F<->P adapter

>

h3o-U/MP

A huge amount of

simulation data h3o0-U/MP
output - .
Coupling
¢ _* Wisteria IB-EDR o o wisteria
o¥o BDEC-01 AAVAED) ¥ BDEC-01

Surrogate
Model

Visualiztion

Statistics
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h3-Open-UTIL/MP + % id-Gnen-BoEe

///

h3-Open-SYS/WaitlO-Socket

« Single MPI Job (May 2021)

» Direct Communication between Odyssey- oo
Aquarius through IB-EDR by h3-Open- ses Nistera
SYS/WaitlO, which provides MPI-like Interface

Fortran APP Python APP Fortran APP Python APP
(NICAM) (PyTorch) (NICAM) {PyTorch)

h3open modules

h3open modules

h3open modules modules

Jcup modules Jcup modules Jcup modules Jcup modules

h3-Open-UTIL/MP
h3-Open-UTIL/MP

[ Jecup

jcup_mpi_lib.f90 jeup_mpi_lib.f90

jeup_mpi_lib.fo0 jeup_mpi_lib.f90

WaitlO

MPI+WaitlO



Atmosphere-ML Coupling

[Yashiro (NIES), Arakawa (ClimTech/U.Tokyo)]

® Motivation of this experiment

Tow types of Atmospheric models: Cloud resolving VS Cloud
parameterizing

Could resolving model is difficult to use for climate simulation . —
Parameterized model has many assumptions
Replacing low-resolution cloud processes calculation with ML!

ML App
(Python)

h3-Open-UTIL/MP
(Coupler) this part

L3
High Resolution Atmospheric Mode + bw Resolution Atmospheric Model Wlth AI

(Convection-Resolving Mode) h3-0pen-SYS/Wait|O- onvection-Parameterization Mode)

epld g Pr al Pro
in Low-Resolution NICA
with Machine Learning

Replacing

Diagram of applying ML to an atmospheric model
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Atmosphere-ML Coupling

® Model component emulation (surrogation)

B The emulation target in this study is cloud
microphysical processes (phase changes,
collision, coagulation, and precipitation)

B Atmospheric pressure, temperature, and
vertical distribution of water will change
between before and after computing the

cloud microphysical processes
1) Incoming Solar Radiation 12) Topography

2) Scattering by Aerosols and Molecules 13) Evaporation
3) Absorption by the Atmosphere 14) Vegetation

4) Reflection/Absorption by Clouds 15) Soil Properties m The data _d riven ClOUd mOdel pred iCtS

5) Emission of Longwave Radiation from 16) Rain (Cooling)
Earth's Surface 17) Surface Roughness . . .
6) Condensation 13; Sensible Heat Flux atmospheric state changes per unit of time
7) Turbulence 19) Deep Convection (Warming)
8) Reflection/Absorption at Earth's Surface 20) Emission of Longwave
9) Snow Radiation from Clouds
10) Soil Water/Snow Melt

11) Snowllce/Water Cover
EThe COMET Program




Experimental Design

Atmospheric model on Odyssey

B NICAM : global non-hydrostatic model with an icosahedral grid

B Resolution : horizontal : 10240, vertical : 78

ML on Aquarius
B Framework : PyTorch
B Method : Three-Layer MLP

B Resolution : horizontal : 10240, vertical : 78

Experimental design

B Phasel: PyTorch is trained to reproduce output variables from

input variables of cloud physics subroutine.
B Phase2:Reproduce the output variables from Input variables Cloud ph

and training results

Training data

B Input : total air density (rho), internal energy (ein), density of

water vapor (rho_q)

B Output : tendencies of input variables computed within the
Aein  Arho_q

cloud physics subroutine 'Arpo

AT

AT

AT

O PyTorch

Atmospheric Model
(Convection-Scheme ON)

Phasel: Training phase

Simulation Node

Data/Learning Node

Aquarius

ML App
(Python)

Phase2: Test phase



Test calculation

® Compute output variables from input variables and PyTorch
B The rough distribution of all variables is well reproduced
B The reproduction of extreme values is no good

ﬁ i13-Open-BDEC
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